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Abstract. In this review paper the main approaches to modeling the hydroxyapatite (HAP) structures and first-principle calculations of their properties, pure and with various defects, are considered. First, the HAP nano-particles (NPs) and clusters peculiarities are described using different methods: molecular mechanical and quantum mechanical, especially semi-empirical such as PM3. Both approximations used here, namely, restricted Hartee-Fock (RHF) and unrestricted Hartee-Fock (UHF), are considered. The influence of the protons (hydrogens), contained in the surrounding medium (pH), on the formation of HAP nanoparticles of various sizes and shapes is considered and discussed. Second, the HAP crystal unit cells studies are considered on the basis of a density functional theory (DFT) modelling. The main peculiarities of both phases (hexagonal and monoclinic) are considered too, including their ordered and disordered substructures. One of the important aspects of the computer modeling of HAP is to build the models and consider various structural modifications of HAP (such as, vacancies of oxygen atoms and hydroxyl OH group, hydrogen interstitials and different substitutions of atoms in HAP unit cell), which allow explicitly creating and exploring the changes in the charges of HAP and the electrical potential on the HAP surface. HAP modifications are most close to biological HAP and therefore are necessary for implant medical applications and can create and functionalize HAP surface with most adhesive properties for living cells (osteoblasts, osteoclasts). This improves the HAP implant quality. Besides, it has recently been established that oxygen vacancy in HAP influences their photo-catalytic properties. It is important for HAP usage as in environmental remediation and for bacteria inactivation. Therefore it is very important to create and investigate the oxygen vacancy models in HAP, and others defects models. In this work we review a DFT modelling and studies of HAP, both pure perfect bulk and imperfect bulk cases. Special HAP modelling approaches are used for layered slab super-cells units, which include vacuum spaces between the layered slabs forming HAP surface. To all these computer studies the first principle calculations were applied. In this review various DFT approximations are analysed for bulk and surface modified HAP. These approximations are carried out using both the local basis (local density approximation – LDA, in AIMPRO codes) and the plane-waves (generalized gradient approximation – GGA, in VASP codes). Data of all structures and models of HAP defects investigated are widely analyzed.
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INTRODUCTION

Hydroxyapatite (HAP) Ca_{10}(PO_{4})_{6}(OH)_{2} is one of the essential mineral components in human bone and widely used biomaterials in medicine for implants preparation and insertion [1–3]. It has specific structural features that define its basic physical properties, charge distribution and surface electric potential, which have especially important role for the living cells adhesion and proliferation [1–3]. The specific feature of HAP is that it has a selected direction of the formation of hydroxyl OH groups (inner OH-channels) along the c axis, which allows the transfer of protons along this axis under special conditions [4–15]. Special interest here is connected with the physical properties of the nanosized HAP clusters [12–21].

Recent modeling and computational study of HAP structures, their specific surface properties and changes during the formation of various stoichiometric HAP contents or possible defects [7, 9], to determine the electric potential of the HAP surface charge density (polarization), is an important and necessary task for the study of these properties for HAP nanoparticles with various sizes and shapes [11]. It is also useful for creating of new HAP nanostructures having wide biomedical applications [13–19]. The results of these studies [7, 9, 11, 19–35] allow us to clarify possible mechanisms of structural changes and electrical properties of HAP in the bulk crystal and on the crystal surface (electrical potential, charges and polarization). And this, in turn, will allow one to improve the efficiency of HAP interactions with the living bone cells (osteoblasts, osteoclasts, etc.) and thus to control the quality of the bone implants [11, 14, 15, 19].

It is important to note that all the types of HAP – in the body of the living organisms – are a biological, rather than mineral material. This means that their structure differs from the perfect crystal structure of ordinary minerals. Their difference from an ideal mineral consists primarily in stoichiometry and defects, particularly, such as oxygen O and OH group’s vacancies, interstitials of hydrogen H, various atomic impurities and substitutions of several atoms, which change the surface charges and electric potential. Now it is clear that the influence of surface charge and electric potential of the HAP surface on the osteo adhesion of the living cells and their growth, i.e., bone regeneration activity, is very high and important. Studies have shown that the creation of such surface charges (or HAP polarization) increases the adhesion of the osteoblasts cells and enhances their reproduction and growth. According to [34–38], it is especially noticeable for the negatively charged surfaces of HAP.

In this review article we consider, firstly, the model developed for HAP nanoparticles (NPs), based on cluster approach. Second, we investigate the HAP surface charges (polarization) distribution and changes of electron work function following from this model in comparison with experimental data obtained. The influence of additional protons, which saturate the broken bonds, is studied too. Third, we explore the HAP crystal structure model with vacancy (H, O, OH) and interstitial (e.g., additional protons embedded inside HAP structure), and corresponding HAP cluster models, enabling one to compute changes in the electron work function in comparison with photoelectron emission data.

Physical properties of HAP NPs urgent for nanoscience and nanomedicine were explored computationally and experimentally in this work. Special interest is focused on the study of their interfaces under various environmental conditions, connected with changes of HAP surface charges (such as, the influence of protons content, changes in pH, influence of the negative charged molecular species – such as citrate), which are very important for applications [13–16, 31, 32, 45, 48]. Computer simulation was employed to understand the HAP NPs structural, electrical (dipole momentum and polarization – surface charges) properties by molecular mechanics (MM+, BIO CHARM, OPLS, etc.) and by quantum-mechanical semi-empirical (in PM3 parametrization) in restricted and unrestricted Hartree-Fock approximation (RHF and UHF) and by Density Functional Theory (DFT) methods using HyperChem 7.5/8.0 (based on personal computer). For more precise HAP crystal structure studies we use and analyze recently developed DFT approaches on Linux-clusters, such as
local density approximation (LDA), using local basis in AIMPRO codes [6, 52, 56, 68] and
generalized gradient approximation (GGA), using plane-wave in VASP codes [7].
Particularly, HAP optical properties based on the computed by these DFT methods data of
electronic Density of States (DOS) and electronic work functions obtained, are described and
analysed. Beyond HAP crystal bulk model, a special HAP model of the layered slab sup-
cells units, which includes vacuum spaces between the layered slabs forming HAP surface,
are considered and analysed too [5]. More computational details are described in [22, 24, 26,
27, 30–35, 67] and in sections below.

1. HAP CLUSTERS AND NANOPARTICLES

1.1. Formation of HAP crystal from HAP NPs in various conditions, size and shape
effects

Investigations of the HAP crystal growth processes in various conditions show that the
main growth units of HAP crystals are the initial clusters and that growth proceeds through
the accumulation of these clusters, with diameter of about ~ 1 nm [41]. Naturally, HAP is a
mineral form of calcium apatite with the formula Ca$_5$(PO$_4$)$_3$(OH), but it is often written as
Ca$_{10}$(PO$_4$)$_6$(OH)$_2$ to denote that the crystal unit cell comprises two molecular units. The
specific feature of HAP is that the OH$^-$ ions form inner channels along the c axis with various
random OH-dipoles orientations under different external conditions, which allow the transfer
of protons along this axis under special conditions (such as temperature heating and applied
electric field with necessary critical values) [28–32, 35]. Usually HAP has 2 main different
forms of nano-crystalline structures (in hexagonal P6$_3$/m and monoclinic P2$_1$/b space group
structures) and amorphous structure. But depending on OH-dipoles orientations it has also
two order variations: hexagonal disordered P6$_3$/m with spatially random distribution of OH-
dipoles over the whole of the crystal between the neighboring unit cells, and ordered P6$_3$ with
parallel orientation of ones. The same is valid for monoclinic phase having disordered P2$_1$/b
with oppositely oriented OH-dipoles in neighboring OH-columns and ordered P2$_1$
with parallel OH-dipoles. Various HAP structures were determined experimentally by
X-ray diffraction method and all the experimental data obtained are stored in special
crystallographic databases, such as [4]. Some examples of these data are presented in Table 1
and corresponding image of HAP hexagonal unit cell consisting from 44 atoms is shown in
Fig. 1, the inner OH-channels are shown in Fig. 2. For monoclinic phase consisting from 88
atoms it differs from hexagonal one by doubling of the unit cell along the b axis as shown in
Fig. 3,a and Fig. 3,b. Fig. 3,c shows different orientations of OH groups dipoles. Both the
phases are periodically repeated in space and form an ideal crystallographic structure for the
whole of the crystal with exact positions for each atom. It is important to note that for such
ideal crystallographic structures the relation of atoms Ca and P must correspond strictly to the
correct stoichiometry, with a ratio of Ca/P of 1.67 [1, 5, 35]. In a real mineral there could be
many deviations from such ideal structures, including such defects as various vacancies,
interstitials and replacements of several atoms [32, 35]. Computational study allows us to
construct similar ideal and defective HAP structures, though depending on the computational
methods used. The finally obtained optimized positions of each atom and the parameters of
the crystal unit cell could be slightly different and have variations. The main validation in this
case is to test the computed results for various physical properties, corresponding to these
structures, with experimentally observed data.

Table 1. Hydroxyapatite unit cell parameters $a$, $b$, $c$ [Å] [4]

<table>
<thead>
<tr>
<th>Phase</th>
<th>Group</th>
<th>$a$, Å</th>
<th>$b$, Å</th>
<th>$c$, Å</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monoclinic</td>
<td>P2$_1$/b</td>
<td>9.48</td>
<td>18.96</td>
<td>6.83</td>
</tr>
</tbody>
</table>
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Fig. 1. Hexagonal HAP unit cell ordered structure. All OH groups are oriented in the same direction. They are positioned at the four corners of this unit cell, only one pair belongs to this unit cell, the other three pairs belonging to neighboring unit cells (i.e. one OH per unit cell): a) 3D-view of bulk hexagonal unit cell (printed with permission from IOP Publishing, LTD Copyright Clearance Center [35]), b) top view of hexagonal primitive cell (printed with permission from American Physical Society Copyright Clearance Center [22]).

Fig. 2. Columnar OH-channel structures of HAP with different orientations: (a) OH-channel in ordered hexagonal phase P6\textsubscript{3}mc; (b) OH-channel in monoclinic disordered phase P2\textsubscript{1}/b. (each OH-channel is distanced \(b/2\) from the next, and is oppositely oriented). (Printed with permission from IOP Publishing, LTD Copyright Clearance Center [30]).

Beyond the initial hexagonal configuration with all OH dipoles oriented in one “up” direction (init “0”), we also considered configurations with different OH orientations, such as: the opposite OH-dipoles oriented along the OH-channel outside the unit cell (oppo 11); OH-dipoles facing each other directed along the OH-channel inside the unit cell (oppo 22); all OH dipoles directed “down” (par 3), in opposition to the initial “up” configuration. These orientations are all shown in Fig. 3.c. The finally calculated optimized data for HAP (Table 5, below) show variations of the unit cell total energy with these different orientations of OH groups.

The amorphous calcium phosphate (ACP or a-HAP) phase is in the form of spherical grains of diameter \(\sim 300\text{–}1000\) Å, while the HAP crystal forms needle-like crystal’s structure [1, 42]. An X-ray radial distribution study demonstrated that the a-HAP contains definite local atomic order and micro-crystalline (or ordered domains) about \(\sim 8.0\text{–}9.5\) Å in extent rather than a random network structure [42]. For further study we can consider here several main clusters revealed from HAP structures in various cases.
Fig. 3. Molecular model of the monoclinic ordered HAP: a) view along b axis, b) upper view. Initial optimized unit cell parameters: \(a = 18.980 \text{ Å} \sim 2c, b = 6.9893 \text{ Å}, c = 9.4801 \text{ Å}\). Space group \(P2_1/b\) (printed with permission from Taylor & Francis Copyright Clearance Center). c) Scheme of the main orientations of OH groups (printed with permission from IOP Publishing, LTD Copyright Clearance Center).

Fig. 4.a shows the unit cells of apatite crystal structures projected on the ab-plane from Onuma work [41]. Given that the size of these clusters is 0.8–1.0 nm and that their composition has a Ca/P ratio of 1–8, the circled region is the part of the structure most likely to be a cluster. If it is, in this case it is a \(\text{Ca}_9(\text{PO}_4)_6\) cluster measuring 0.815 nm along the a-axis and 0.87 nm along the c-axis. This cluster forms close hexagonal packing in the ab-plane; the gaps between clusters can be assumed to incorporate the remaining calcium ions and hydroxyl ions, thereby forming a HAP structure. In this model, since an apatite framework can form solely from the combination and stacking of clusters, there is no need for the remaining calcium ions to be incorporated into the crystals in the same way as the clusters. This provides a very convenient explanation for the “maturation phenomenon” in which the Ca/P ratio of apatite gradually increases towards the stoichiometric ratio of 1.67 after the crystal has been deposited. A particularly interesting aspect of this cluster accumulation model is that the stacking of clusters occurs along the c-axis.

Frequently considered Posner’s cluster (PC) as it appears in crystalline HAP has C3 symmetry [42], \(\text{Ca}_9(\text{PO}_4)_6\), Fig. 4.c, Fig. 5 and Fig. 6.c, when it is extracted without relaxation from HAP (Fig. 6.c). It has a layered structure, with each of two parallel layers containing three PO_4 groups, and three Ca’s, where each triad forms an equilateral triangle. Posner’s cluster in vacuum has lost the atoms that surround it in HAP, which must result in a number of unsaturated bonds including dangling bonds. This will inevitably lead to atomic rearrangement in order to improve the local atomic environment and increase the stability, which will lower the symmetry below that in HAP. Hence, it was supposed that formation of such PC cluster \(\text{Ca}_9(\text{PO}_4)_6\), can play role also in the plastic deformation of HAP both in crystal and in a-HAP, due to ”slippage” in the inter-cluster boundaries, characterized by a lower bond in comparison with intra-atomic bonds.
Fig. 4. Schemes of various structures for HAP cluster models: a) HAP structure projected on ab-plane; b) HAP structure projected on ac-plane (chiral clusters are defined) from [41]; c) Posner’s cluster (printed with permission from AIP Publishing, LLC and Copyright Clearance Center [42]).

The authors of [30] picked out another cluster (HAP 3-411), which is shown in Fig 5,a and Fig. 6,d, and undertook the study of various sizes and shapes of HAP NPs formation under different conditions, particularly with variation of protons or pH of the medium. The main peculiarity of this cluster is that it has inside the central OZ-axis along c unit cell axis, which coincides with the direction of OH-column and orientation of OH-dipoles (Fig. 2). This cluster has a HAP unit cell shifted to the center of OH-column, which has partly omitted Ca atoms usually described as Ca1 (Fig. 1,b) and kept only Ca2 atoms in the central part around OH-channel. One of the main results obtained by this approach is that the interaction and aggregation of HAP NPs must depend on the concentration of bonded hydrogen atoms (protons).

Fig. 5. Scheme of cut-off presentation for minimal HAP clusters: a) minimal HAP cluster (HAP 3–411) with only one OH channel and a minimal of inter-layers between Ca atoms (only two layers); b) PC in C3 symmetry PC(C3); c) relaxed PC with C1 symmetry (printed with permission from IOP Publishing, LTD Copyright Clearance Center [30]).
Fig. 6. Clusters of HAP extracted from the hexagonal HAP crystal model with 36 OH-channels: a) top view of big HAP cluster with 36 OH-channels; b) scheme of various minimal clusters extraction; c) Posner's cluster (PC); d) minimal cluster with 1 OH-channel, named as HAP 3–411 (modified and printed with permission from IOP Publishing, LTD Copyright Clearance Center [30]).

To test this point the authors performed a series of calculations of the HAP NPs interaction depending on the distances between NPs for two types of clusters – without any added hydrogen and with it. The hydrogen atoms subsequently filled the broken hydrogen bonds, up to six hydrogen atoms may be added in the case of totally filled hydrogen bonds for the small HAP cluster. These cases are shown in Fig. 7,a–c.

Fig. 7. Interaction energy of two HAP NP clusters against distances between them for two different orientations and various proton saturations of hydrogen bonds. Right figures present the interaction of two HAP NP clusters: a) with clusters orientation along the OZ-axis and b) with clusters orientation parallel to the OZ-axis; c) changes of energies with distances between HAP NPs. The green color in the above figures shows the selection option computed by the HyperChem molecular structure in the self-consistent field of another structure (printed with permission from IOP Publishing, LTD Copyright Clearance Center [30]).
The result of such modeling is shown in Fig. 7,c (the modeled and interacting molecular structures are presented in Fig. 7,a and Fig. 7,b) the minimal interaction energy corresponds to the case with six added hydrogen atoms and parallel orientation of the interacting NPs. For the case without hydrogen the minimum energy $E_{\text{min}}$ is for orientation of both NPs along the same $OZ$-axis (relative values of condensation energies $E_{\text{cond}}$ and optimal distances $R_{\text{opt}}$ for these interactions are presented in Table 2).

Table 2. The interactions between the two orientation types of the HAP NP structures (printed with permission from IOP Publishing, LTD Copyright Clearance Center [30], Suppl. Mater.)

<table>
<thead>
<tr>
<th>Type of inter-NP structure</th>
<th>Energy of inter-NP condensation $E_{\text{cond}}$ without H (high pH) kcal/mol</th>
<th>$R_{\text{opt}}$ of inter-NP at $E_{\text{min}}$ Å</th>
<th>$E_{\text{min}}$ eV</th>
<th>Energy of inter-NP condensation $E_{\text{cond}}$ with full added H, (low pH) kcal/mol</th>
<th>$R_{\text{opt}}$ of inter-NP at $E_{\text{min}}$ Å</th>
<th>$E_{\text{min}}$ eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel</td>
<td>4.843</td>
<td>12.00</td>
<td>0.21</td>
<td>0.231</td>
<td>12.25</td>
<td>46.52</td>
</tr>
<tr>
<td>Along $OZ$</td>
<td>17.987</td>
<td>8.80</td>
<td>0.78</td>
<td>27.673</td>
<td>8.8</td>
<td>73.29</td>
</tr>
</tbody>
</table>

These data are close to proton transfer data for minimal distances and energy 0.78 eV along OH-channel in HAP [13, 14, 30], the condensation energy corresponds to the known data on the HAP [44].

The results obtained confirm and clarify the mechanism of the earlier discovered size effect of HAP NPs, which is related to the electrical properties of HAP NPs (dipole moment, polarization, surface potential and electron work function) [37–40, 48]. Second, the interaction of HAP NPs and the resultant shapes of their growth and aggregation directly depend on the concentration of hydrogen atoms (or protons) in the surrounding media, which usually determines pH. These results lead to the following conclusions:

– when the pH is high (low protons) the HAP NPs interact and formation of needle-like tubes or columnar structures oriented preferably along the $OZ$-axis occurs;
– when the pH is low (high protons) the HAP NPs interact perpendicularly to the $OZ$-axis direction to form conglomerates in hexagonal orientation and sphere-like or bundle-like shapes.

These results are corroborated by several experimental studies of the nucleation and growth mechanisms of HAP NPs in the presence of various compositions of the solution, such as citrate species [45] or nonionic surfactants [46]. These results correlate with recent HAP studies, showing that the basic inorganic building blocks of bones and teeth are nanocrystalline and NPs combined into self-assembly structures under the control of bioorganic matrices [17]. The data obtained could provide background for studies of the intrinsic formation of various shapes of HAP following precipitation from various aqueous solutions [30] and in-body solutions.

1.2. Main features of electrical field, charges and potential inside and outside the HAP surface

Other important results of [30] are that changes in dipole moments, polarizations and electrical field, as well as forbidden zone energy and work function changes were computed. First, it is worth noting that the emerging dipole moment’s orientation, apart from its components $D_x$, $D_y$, $D_z$, has a certain variation. Second, it is seen that the component $D_y$, especially in the presence of saturated dangling hydrogen bonds with additional hydrogen atoms H (protons), has a strongly pronounced orientation to the plane $XOY$ – namely at right angles to the axis $OZ$ (Fig. 8), and rise of total dipole moment $D$ with cluster sizes (Table 3).
Fig. 8. Variations of different dipole moment components: a) HAP NPs with size (number of OH channels) and b) under the influence of added hydrogen atoms H (protons) filling all broken hydrogen bonds (printed with permission from IOP Publishing, LTD Copyright Clearance Center [30]).

Table 3. Change of dipole moment of HAP NPs with cluster size for different types of Hydrogen Bonds (printed with permission from IOP Publishing, LTD Copyright Clearance Center [30], Suppl. Mater.)

<table>
<thead>
<tr>
<th>Number of cluster OH channels</th>
<th>Unsaturated hydrogen bonds</th>
<th>Saturated hydrogen bonds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Volume V (VdW), nm$^3$</td>
<td>Dipole moment, D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Polarization $P$, *10^{-3}$ C/m$^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4.58</td>
<td>6.56</td>
</tr>
<tr>
<td>6</td>
<td>11.50</td>
<td>15.36</td>
</tr>
<tr>
<td>9</td>
<td>19.24</td>
<td>10.96</td>
</tr>
<tr>
<td>12</td>
<td>24.44</td>
<td>15.56</td>
</tr>
<tr>
<td>15</td>
<td>29.66</td>
<td>27.79</td>
</tr>
<tr>
<td>18</td>
<td>34.87</td>
<td>25.93</td>
</tr>
<tr>
<td>24</td>
<td>43.58</td>
<td>17.32</td>
</tr>
<tr>
<td>30</td>
<td>52.81</td>
<td>19.32</td>
</tr>
<tr>
<td>36</td>
<td>64.44</td>
<td>5.83</td>
</tr>
</tbody>
</table>

Detailed calculations of structural, electrical and electron energies of these clusters show the following main important results [30]:

– the electron energy band structures of initial HAP clusters computed by PM3 methods correspond well to the data reported (both experimental and simulated) [10, 21, 22, 26, 41, 42, 47] (see more details in [30] and in Table 4) – the main values obtained for the energy gap are $E_g \sim 3.54$ eV for fixed PC (C3 symmetry), $E_g \sim 4.56$ eV for relaxed PC (C1 symmetry) as compared with known data $E_g \sim 4.43$ eV for the last structure in [41, 42], and $E_g \sim 5.41$ eV for the smallest HAP (C1 symmetry) as compared with $E_g \sim 5.38$ eV for fixed HAP bulk [42];

– the computed data show some variations of the energies of the electronic band structures ($E_{HOMO}$ and $E_{LUMO}$) with the addition of hydrogen atoms and corresponding variations of $E_g$ (4.02–5.56 eV, see Table 4), and have a tendency for a decrease of $E_g$ at the finally filled hydrogen bonds – all these data are in good agreement with the experimentally measured $E_g \sim 4.0$ eV for a surface charged HAP samples in [47];

– the change of the total dipole moment and polarization are varied with increase of added hydrogen, but average values slightly decrease as compared with the initial state (see Table 3, Table 4).
These results are very urgent for practical applications, because recent studies of the influence of electrical charge on HAP specimens surface on the osteoblast behavior and bone tissue growth clearly show that the deposition on the HAP surface of a negative charge enhances attachment and proliferation of the osteoblasts and fabrication of the bone tissue [36–40].

Moreover, it was established that the hydrogenation [15] of the HAP specimens increases their surface electron work function. This means that the surface electrical charge becomes more negative in contrast with the native specimens. The shift of the charge to the negative value leads to the enhanced proliferation of the cells. Let us see, how it is connected with the models considered.

![Diagram](https://i.imgur.com/3Q5z5.png)

**Fig. 9.** Scheme of HAP NP energy band structure and its shift by the internal electric field $E_\text{el}$ arising, due to the polarization $P$ of the HAP cluster: a) in vacuum, b) on negative substrate (partly modified and printed with permission from IOP Publishing, LTD Copyright Clearance Center [30]).
It is necessary to note that the polarization values calculated in this model are not so large (the most important data is at the level ~ 0.5 μC/cm² that is less than the known data for HAP polarized by an applied electric field [12]), but this polarization is essential for this HAP NP structure, because it appears and exists as spontaneous (self-induced or self-organized) polarization similar to the ordered dipole momentum as in ferroelectrics (see also in [43]). This polarization – as revealed by the surface charges on HAP NPs – leads to the existence of an electric field inside the cluster. This internal electric field must shift the entire energy band structure of the HAP NPs; the largest shift evidently influences the surface energy levels. In this model the shift of the surface level energy under the influence of the internal electric field depends on the NP size and consequently on the corresponding change of the electron work function for NPs with size variation (as estimated in [30, 37–39, 48]).

Because HAP is preferably an insulator (or p-type semiconductor [47] with wide forbidden energy gap \( E_g > \sim 4 \text{ eV} \), it have as usual dielectric a rather large screening Debye length \( L_D \). Therefore, the dependence of the displacement of the energy bands looks linear for the considered HAP clusters. There is an experimentally established [47] surface level with the energy \( E_S = E_v + 3.3 \text{ eV} \), giving a major contribution to the photoelectric effect (see on Fig. 9, here the \( E_\text{t} \) energies are the bulk energy levels, \( \chi \) the electron affinity, \( \phi \) is the electron work function). It is natural to assume that the photo-excitation happens from the surface level. Therefore, this level gives the maximum shift in the electric field polarization proportionally to the linear size of the cluster. So, from this model we can estimate that the shift of the surface level energy under the influence of the internal electric field depends on the NP size, the corresponding change of the electron affinity \( \Delta \chi \) and the electron work function \( \phi \) for NPs with size variation (Fig. 9,a). The average value of polarization has been evaluated as \( P \sim (5–5.2) \times 10^{-3} \text{ C/m}^2 \) (see data from Table 3). The surface charge \( \sigma = P \) creates the electric field \( E_{el} = \sigma/(2\varepsilon\varepsilon_0) = P/(2\varepsilon\varepsilon_0) \sim (0.28–0.295) \times 10^9 \text{ V/m} \), for \( \varepsilon = 1 \), where \( \varepsilon \) is the relative dielectric permittivity of the media, and \( \varepsilon_0 = \varepsilon_0 \approx 8.85 \times 10^{-12} \text{ F/m} \). For our estimation we took the average value of \( \varepsilon = 10 \) (are several reports in HAP on \( \varepsilon \) from 5 up 15 [7, 10, 30, 44]). In this case an electrical field exists inside the HAP NP must be: \( E_{el} \sim (0.28–0.30) \times 10^8 \text{ V/m} \), appearing as a result of surface charges, which can shift all the NP energy levels, including the surface level and work function, and this shift must depended on the NP size values. For HAP NPs with the size \( x \sim 5 \text{ nm} \) this shift of energy on the NPs’ surface \( \Delta E = E_{el} \times x \sim 0.14–0.15 \text{ eV} \). For the experimental data for HAP NPs [30, 35, 48] with size variations between two NPs of ~ 20–60 nm and sizes of more than ~ 100 nm, the average differences in the effective radii of these two compared NP classes could be estimated as \( \Delta x \sim 10–20 \text{ nm} \). So, in this case, the change of the surface energy level and corresponding work function shift must be estimated as:

\[
\Delta \phi = \Delta E = E \times \Delta x \sim (0.28–0.30) \times 10^8 \text{ V/m} \times (10–20) \times 10^{-9} \text{ m} \sim 0.28–0.60 \text{ eV}.
\]
This value is close to the shift of the electron work function $\phi_{\exp} \approx 0.3 \text{ eV}$ directly measured by photoelectron spectroscopy. A derivation of the emission current for a photon energy demonstrated a sharp maximum at 5.2 eV for sizes in the range $\approx 20-60 \text{ nm}$, while NPs with a size range $> \sim 100 \text{ nm}$ indicated the maximum at 5.5 eV [30, 35, 48] (Fig. 10,a). The developed model is simplified for the rough estimation, but we believe that it demonstrates the essential features of this phenomenon, in principle. The magnitudes of the experimentally measured work function were directly proportional to the typical sizes of NPs (Fig. 10,b) [30, 48], which are in accordance with the above simulation results in respect of $P$ values, when the cluster size is larger.

Here, we must note, that if electrons excite from positive charged side of HAP sample (Fig. 9), [30, 48], here must be decreasing of the work function, because in this case electrons have most easy way through sample surface. However, if we carefully look on the sample preparation for these experiments, we found that during this preparation HAP NPs have following treatment [30, 48]: all HAP NPs were composed as the nanopowders, which were mixed with ethanol to reach a cream-like emulsion; then it was deposited on glass wafer and dried during 1 hour at room temperature and atmosphere. After that the specimens were placed in photoelectron emission spectrometer for measurements.

Fig. 10. Experimentally registered shift of work function with HAP sizes: a) intensity changes; b) work function changes (printed with permission from IOP Publishing, LTD Copyright Clearance Center [30], Suppl. Mater).

But, as we know from our another work [49], where was made the special test for glass substrate in similar condition with polymer specimens having the polarization, the glass substrate have own surface negative charges, which particularly increased during ultraviolet irradiation in the same photoelectron spectrometer. Therefore, the HAP NPs could be reoriented on such negatively charged glass surface to positioning with its positive side on the glass substrate and with negative side outside to upper surface from which electrons can escape from samples (Fig. 9,b). In this case we must consider other true schematics of energy bands shift with correct rising of electron work function. So, it is relative effect and it has principal nature.

2. BULK HAP CRYSTAL STRUCTURES

2.1. Infinite periodical lattice and electrical potential

In this section the results of modeling and calculations based on the initial HAP hexagonal unit cell model (see Section 1.1, Fig. 1, Table 1) are described. This description is presented in the framework of the density functional theory (DFT) approach in the local density approximation (LDA) using AIMPROM code [52–54] in combination with HyperChem modeling [55, 56]. The computational details and all the data obtained recently are presented in paper [35]. For initial calculations, the experimental data were taken from [4], which were highly confirmed. Using these data the initial hexagonal HAP unit cell structure and
optimized ones were calculated through AIMPRO code with various values of Monkhorst–Pack k-point meshes and cutoff for kinetic energy. The best result for cutoff at the level equal to 300 a.u. and the standard Monkhorst–Pack k-point meshes $2 \times 2 \times 4$ were obtained and used in all the calculations [35].

As it was shown in [32, 35] for these calculations, necessary precision is attained for the valence configuration of the Ca atom model with 2 electrons $- (4s^2)$ shell. The calculated equilibrium HAP unit cell parameters were $a = b = 9.4732$ Å and $c = 6.9989$ Å for pure hexagonal $P6_3/m$ phase, and $a = 18.950$ Å, $b = 6.997$ Å, $c = 9.474$ Å for pure monoclinic $P2_1/b$ phase. This result is comparable fairly well with the experimental data [4] and the data computed in [35]. One of the main results is that it has the minimal total energy for hexagonal HAP structure after optimization at the level of $-467.09923$ a.u. per a unit cell. The data of all atomic positions for this optimized initial pure HAP hexagonal unit cell, consisting from 44 atoms, are presented in Table 1S in Supplementary materials of the paper [35]. To study the unit cell ground states in greater detail, the unit cell total energy with different orientations of OH groups was calculated (Fig. 3,c). The calculated data for HAP (Table 5) show variations of the unit cell total energy with these different orientations of OH groups. Similarly, two main different orientations of OH groups for the monoclinic HAP phase, with parallel and antiparallel orientations, were also considered.

One of the main peculiarities of the results is that the computed data clearly show that the HAP monoclinic phase (with oppositely oriented OH$^-$ ions in the neighboring channels) has lower energy as compared to the HAP hexagonal phase, which is $\sim 24$ meV (Table 5). These results are comparable with the data obtained by other authors [10, 21] and are very close to the data from [22]. Comparison of the calculated value of the forbidden energy band $E_g \sim 4.6$ eV [32, 33, 35], with other data computed show that all $E_g$ data are very close to the data obtained in [35]: $E_g \sim 5.4$ eV from Calderin and Scott [9], $E_g \sim 5.23$ eV from Slepko and Demkov [22], $E_g \sim 4.51$ eV from Rulis et al [26], Furthermore, the computed values of the forbidden energy gap $E_g$, are in good agreement with [9, 10, 20–22, 25, 27].

<table>
<thead>
<tr>
<th>HAP type</th>
<th>Lattice Parameters, Å</th>
<th>$E_g$, eV ($\pm 0.05$ eV)</th>
<th>$\Delta E_1 = \frac{E(P2_1)}{E(P6_3)} - \frac{E(P6_3)}{E(P2_1/b)}$, meV/cell</th>
<th>$\Delta E_2 = \frac{E(P2_1)}{E(P6_3)} - \frac{E(P6_3)}{E(P2_1)}$, meV/cell</th>
<th>$\Delta E_3 = \frac{E(P6_3)}{E(P6_3)} - \frac{E(P6_3)}{E(P6_3)}$, meV/cell</th>
</tr>
</thead>
</table>
| Hexagonal 0 P6_3 | $a = 9.4732$  
$\quad c = 6.9986$ | 4.60 | – | – | – |
| Hexagonal 11 P6_3/m | $a = 9.4624$  
$\quad c = 7.0182$ | – | +131.98 | +130.62 | +1.905 |
| Hexagonal 22 P6_3 | $a = 9.4580$  
$\quad c = 7.0225$ | – | +1.63 meV | – | – |
| Hexagonal 3 P6_3/m | $a = 9.4754$  
$\quad c = 6.9964$ | 4.56 | +1.63 meV | – | – |
| Monoclinic P2_1 (OH parallel) | $a = 18.980$  
$\quad /2 = 9.4898$  
$\quad b = 6.9893$  
$\quad c = 9.4801$ | 4.68 | – | – | – |
| Monoclinic P2_1/b (OH opposed) | $a = 18.950$  
$\quad /2 = 9.4897$  
$\quad b = 6.9971$  
$\quad c = 9.4740$ | 4.68 | – | – | – |

The calculated data of the ordered $P2_1$ form (with oriented in parallel OH$^-$ ions in channels) exceed the value of the hexagonal $P6_3$ form, by the value of $\sim +1.63$ meV. In both cases, differences in these values are not very large, and are within the limits of usual thermal energy at room temperature of $< 25$ meV. This is a very important result, as it means that all

these different phase structures of HAP can co-exist at room temperature, and HAP can easily transfer from one form to another, depending on the environmental conditions (and changes of the stoichiometry ratio). Possible mechanism for the phase transition between the hexagonal and monoclinic phases could be thermo-activated switching of OH-dipoles in HAP OH-channels and changes of the proton positions around [13, 14, 22]. This leads to the possibility for local fluctuations to arise between the phases in space leading to variations of the HAP surface profile due to occasional changes of the neighboring phase.

Evidence for this fact could be observed by atomic force microscopy (AFM), showing coexisting of the double-phase local regions at the nanoscale. It should also be emphasized that the monoclinic ordered phase, P2₁, could have piezoelectric features in this case [50, 51].

This problem has been analyzed recently in paper [43]. In this case the polarization per unit cell of the order of $P \sim 0.0038$ C/m² was obtained, due to parallel orientation of OH dipoles and this means that it is a ferroelectric phase. It is interesting that, this value is fully in line with the data obtained earlier from cluster models ($P \sim 0.005$ C/m²) [30]. Corresponding piezoelectric coefficient for this case on the order of $d_{33} = d_{33} \sim 15.7$ pC/N $\sim 15.7$ pm/V was estimated in [30], which is very close to value $d_{33} \sim 16$ pm/V measured in [50], and is twice larger than the value of the experimentally measured in [51] effective piezoelectric coefficient $d_{33\text{eff}} \sim 8$ pm/V, which varies significantly from grain to grain. This deviation was explained in [43] by polar properties variation for different grains: piezoelectric contrast (observed in Ref. [51]) is registered only in some polar grains (ordered monoclinic HAP) and is averaged with other non-polar grain contribution (disordered hexagonal HAP). The resultant contrast turns out to be nearly twice less than the calculated value (corresponding to the case when all the grains are polar).

Another important remark is that the performed DFT calculations of the electronic density of states (DOS) determine the top of the valence band $E_v$, bottom of conductive band $E_c$ and corresponding value of the forbidden energy gap $E_g = E_v - E_c$, as well as allow us to study the influence of lattice charges changes on the shift and changes of the values for these $E_v$, $E_c$ and forbidden zone $E_g$ [32, 35]. These results are in principal agreement with experimental data on living cells attached to the charged HAP surface [36–40], and predict some new properties – the shift of the HAP electron work function $\phi$ changes in the HAP lattice charges, because the value of $\phi$ is directly connected with all these DOS parameters $E_v$, $E_c$ and $E_g$ (it will be considered below in greater detail). But it should be emphasized here, that it is changes in bulk unit cell of HAP, while, of course, more exact calculations will also need studies of the reasons for the HAP surface changes (deformations, atomic shifting, vacancies, etc.).

2.2. HAP crystal with defects (O, H, OH vacancies, H interstitials, substitutions)

Using computed data of HAP unit cell modeling by DFT LDA method it is possible to construct and calculate the models of several defects in HAP structure: O and OH vacancy, H interstitials, etc. For each optimized HAP unit cell structure the corresponding electronic density of occupied/unoccupied states (DOS) were calculated for a wide energy spectrum range. For studies of any defects in HAP in the work [35] the initial optimized hexagonal unit cell was used, in which the necessary structural changes were made (delete some of the atom or group, such as, O, H or OH, that create a vacancy, or insert additional atom, such as H, that create interstitials). Then, again the calculation of the optimal total energy for this changed HAP structure was performed, obtaining new positions for all atoms in the new optimized unit cell (Fig. 11). These calculations were made using AIMPRO code [32, 35, 52–54]. After that the DOS calculations was made for each optimized HAP structure. For each optimized HAP structure obtained here, the unit cell data were transformed into HyperChem format and models in HyperChem workspace with dipole moments calculated (by PM3 method, or similar) were constructed [55, 56]. In this case we can also obtain charges and electrostatic
field distribution in surrounding space, showing us the positions of the positive and negative charges and electric potentials lines in the space.

Fig. 11. Images of molecular structures for hexagonal HAP unite cell in HyperChem workspace: a) initial pure hexagonal HAP unit cell, b) HAP unit cell with OH vacancy in OH-columnar structure, c) HAP unit cell with H atom inserted in OH-columnar structure. Green lines – positive, red – negative.

Fig. 11 shows the optimized HAP unit cell structure and electrostatic potential distribution for initial pure hexagonal HAP (a) and examples of the HAP with some defects: OH vacancy (b) in OH column, and H interstitials (c) – as additional inserted proton in this OH column. As a result, one can see how the electrostatic field equip-potential lines change and the electrostatic potential is redistributed in the surrounding space. Calculation of DOS allows not only to determine the forbidden energy gap, \( E_g = E_c - E_v \), but also shows the changes of the \( E_g \) value and the creation of the new additional energy levels, \( E_i \), which arise inside the forbidden zone and correspond to the modeled defects of the unperfected HAP cell.

Let us consider the main scheme of the computed DOS structure (Fig. 12), which also presents possible connections with photoelectron emission experimental data. The upper right DOS image in Fig. 12 presents the DOS structure for the initial pure hexagonal HAP, and consists of several peaks (A, B, C and D) in the valence band, as well as several deep levels [35], which is in good agreement with the data obtained by other authors [10, 22–26] and corroborated by recent experimental data obtained by synchrotron technique [33, 34].

In this case, all the states and energy levels which are occupied by electrons are also marked by “green” color and the unoccupied energy levels and bands (such as in the conductive band) – by “red” color. When photoelectron excitation is applied to samples with sufficient energy (e.g., equal to or larger than the forbidden zone energy gap, \( E_g = E_c - E_v \)), electrons can be excited to the conductive zone. If additional energy is then applied, equal to or larger than the electron affinity \( \chi \), then electrons with a total energy \( \phi = \chi + E_g \) can escape from the HAP sample, and be collected by detector. This border energy level is the electron work function \( \phi \), usually measured by the photoelectron emission (PEE) technique [33, 34].

For further analysis, here \( E_{g0} \) and \( \phi_0 \) as the energy gap and work function for initial HAP were introduced, while for all the cases with defects, etc., the new changed values were \( E_g \) and \( \phi \). Supposing that electron affinity changes only slightly (\( \chi \sim \text{const} < 1 \text{ eV} \) [47]), it is possible to compare the calculated data of all \( E_g \) changes under the influences of defects, etc., with changes of the electron work function, which were experimentally measured by PEE method. In this case, for all the changes it is possible to write that \( \Delta \phi = \phi - \phi_0 = E_g - E_{g0} = \Delta E_g \). So, the calculated change \( \Delta E_g \) corresponds approximately to measured \( \Delta \phi \) corresponding to various defects, influences and obtained after any performed treatments.

However, this consideration is correct only for the case when any additional energy levels (\( E_i \)) are absent inside the forbidden zone \( E_g \). If additional energy levels, or thin band, arise inside the \( E_g \), electrons can be excited from these levels too, by photo-excitation, contributing to total electron flow and influencing \( \Delta \phi \) changes. Such a situation is shown in the middle DOS image in Fig. 12,b, where a thin energy band \( E_i \) arises inside \( E_g \). This energy level (or
thin band consisting from several close positioned levels) can also be occupied or unoccupied. The case under consideration is ½ occupied (as in the case of the OH vacancy, for example). It must be stated that an important factor for the experimental observation of such levels (bands), is that the susceptibility (or sensitivity) of the experimental system should be sufficient to detect the electron flow intensity.

This means that the intensity of the excited electron flow from this $E_i$ should be large enough in magnitude, and comparable with the intensity of some intensity peaks from the valence band, such as for peak D here (Fig. 12,a). In this case for OH vacancy, the intensities of these $E_i$ peaks have maximum ratios to the first large peak from the valence band (peak D in Fig. 12,a) of ~ 5.60 ~ 0.08 for the HAP hexagonal unit cell (down image in Fig. 12,a). We must also note that these values correspond to rather high concentration of OH vacancies, because it corresponds to one OH vacancy per unit cell (which contains only two OH groups). Because the usual sensitivity of the intensity of PEE method is ~5 % (or ~ ratio of 0.05), if the ratio of intensity of the $E_i$ peak inside $E_i$ is less than this value, this PEE technique cannot accurately be used to observe such energy levels. Therefore, these results were really on the borderline of what could be experimentally observed by PEE, and may not be reliable.

2.3. DOS for O, H and OH vacancies and H and OH interstitials

The calculations of such important defects as H, O and OH vacancies, as well as H and OH interstitials were made in [35], by making the changes to hydroxyl OH groups using either atoms 43 and 44, or 28 and 29, for vacancies, and atoms 45 and 46 atoms for insertion of additional interstitials (for details see in Table 1S, in Supplementary Materials [35]). For vacancies, some data are already reported: for example, reference [27] gives values for oxygen and hydrogen vacancies of ~ 0.1 eV up from the top of the valence band, and for OH vacancies closer to the bottom of the conduction band. This is similar to data in [35], but more
detailed and exact values for vacancies were obtained here, and the data for interstitials were published for the first time here (see detailed data in Table 6 and Fig. 12,b).

As one can see, the energies obtained for O, H and OH vacancies are very close to the calculated data from [27]. The main result is that for O and H vacancies, the energy level created in the forbidden zone is very close to the top of the valence band (Fig. 12,b, upper and middle DOS image), while OH vacancies form a wider trapped band (or several closely positioned levels), placed approximately in the middle of the $E_g$, as shown on the lower DOS image in Fig. 12,a. Such regularity has been recently observed experimentally by using the synchrotron spectroscopy technique [33, 34].

These data are confirmed in reference [60], where it was observed that with heating of HAP samples (fabricated by the same PERCERAMICS [15] technology) the OH group is annealed and removed from the HAP surface, which leads to a rise in the energy level $E_i - E_v + 3.5$ eV, which the authors of [47] connected with the rise of OH vacancies. As it can be seen, a similar value of energy for OH vacancies case was obtained in [35] (Table 6 and Fig. 12,b).

Therefore, OH vacancy influence is very important, because it leads to:
1) a high increase of $E_g$ of ~ 0.86 eV; the shift from $E_g$ ~ 4.6 eV for pure hexagonal HAP to $E_g$ ~5.49 eV for HAP with an OH vacancy in one unit cell model.
2) creation of trapping levels (narrow bands) in the middle of the forbidden zone with energies of $E_i - E_v + (3.11–3.82)$ eV with peaks at 3.40, 3.53 and 3.66 eV, which serve as traps for electrons from the conductive band, and their recombination with holes.

Table 6. Characteristics of calculated defects in HAP structures, all optimized with the usual energy error ~ +/–0.05–0.1 eV for all DOS calculations (modified and printed with permission from IOP Publishing, LTD Copyright Clearance Center [35])

<table>
<thead>
<tr>
<th>Defect type</th>
<th>Lattice parameters, Å</th>
<th>$E_{gap}$, $E_g$ = $E_c - E_v$, eV</th>
<th>Change $E_{gap}$ from init HAP, eV</th>
<th>$E_i$ from $E_v$, ($E_i - E_v$), eV</th>
<th>$E_i$ from $E_c$, ($E_c - E_i$), eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vacancy H</td>
<td>$a = 9.4537$</td>
<td>4.92</td>
<td>+0.32</td>
<td>½ occupied 0.1</td>
<td>4.82</td>
</tr>
<tr>
<td>H from OH</td>
<td>$a = 9.4539$</td>
<td>5.15</td>
<td>+0.55</td>
<td>Full occupied 0.1</td>
<td>5.05</td>
</tr>
<tr>
<td>Vacancy OH</td>
<td>$a = 9.4883$</td>
<td>5.49</td>
<td>+0.89</td>
<td>½ occupied band 3.11–3.82 with peaks 3.40, 3.53, 3.66</td>
<td>2.38–1.67 peaks 2.09, 1.96, 1.83</td>
</tr>
<tr>
<td>Interstitial H</td>
<td>$a = 95013$</td>
<td>5.12</td>
<td>+0.52</td>
<td>½ occupied peaks 1.20, 1.45, 1.75</td>
<td>peaks 3.92, 3.67, 3.37</td>
</tr>
</tbody>
</table>

As a result, photo-luminescence could be observed in this case, after preliminary excitation of electrons from the valence band to the conductive band (similar to experiments with the synchrotron technique [33, 34]). Moreover, as was established in reference [34], all HAP samples contain the same levels generated by OH vacancies, so as in paper [47], where OH vacancies arise due to the same preparation technology. However, using only PEE these
energy levels cannot be easily observed, due to their low intensity. With interstitial OH, the calculations show that for one unit cell model, the energy levels lie more closely (approximately twice as close) to the top of the valence band \( (E_{i} \sim E_{v} + 1.48\text{–}2.07\text{ eV}) \), and also have an unoccupied energy level at \( \sim 2.4\text{ eV} \). The energy gap, \( E_{g} \), is more narrow in this case as well \( (E_{g} \sim 4.24\text{ eV}) \) by approximately \( -0.36\text{ eV} \).

Another very interesting and important result of these computational studies is that: it can be seen that H interstitials create three close, half-occupied energy levels with \( E_{i} = E_{v} + 1.20, 1.45 \text{ and 1.75 eV} \) (Fig. 12,b, lower DOS image), and all with rather high intensity – approximately half of the D peak intensity. It means that existence of these energy levels due to H interstitials leads to the opportunity of the high concentration of electrons trapped on these levels. These levels can arise in HAP samples after hydrogenation procedures under high pressure or microwave irradiation, and can serve as traps for electrons as mentioned in [33, 34]. Therefore, these levels could serve for negative charges accumulation in the region of these inserted hydrogen atoms or protons.

2.4. Exploration of influences of various atoms substitutions in HAP structure and properties

Based on previous investigations of HAP structures the study of the influence on the HAP properties of the substitutions of various atoms in the HAP unit cell lattice structure were performed and described in details in papers [32–35]. Modeling and calculations were limited by the main peculiarity of the Mg, Sr or Si atoms as substituents in HAP structure is that they do not create any new electron energy levels inside the forbidden zone \( E_{g} \) of hexagonal HAP unit cell structure. They only result in a shift of \( E_{g} \) width value, and therefore a change in the electron work function \( \phi \). But, when Ca atoms were replaced by Mn and Se (which are often present in biological HAP) new energy levels, \( E_{i} \), were observed to arise inside the forbidden zone \( E_{g} \), in comparison with the initial pure HAP. In this case additional energy levels \( (E_{i}) \), occupied by electrons, arise inside the forbidden zone \( E_{g} \), with very high intensities \( (I) \), which can serve as additional excitation centers during photoelectron emission experiments, making a contribution into the emitted electron flow. However, the most interesting results were obtained when considering atom substitutions in a HAP unit cell with an existing OH vacancy. In the latter case the data show that the \( E_{g} \) shift is larger for all atomic substitutions \( (\text{Mg or Sr for Ca, and Si for P}) \) when combined with OH vacancies, than that without OH vacancies. The data for atomic substitution of Ca by Mn or Se, with OH vacancies for complex substitutions in combination with OH vacancy, leads to arising of an additional half-occupied narrow energy band.

It means that in the model proposed, OH vacancies influence such substitutions which is in good agreement with experimental data presented in [35] for similar HAP samples. It is known, that in experimental HAP samples OH vacancies occur in high concentration [31, 60]. The data are similar for Mn and Se atoms. The \( E_{g} \) shift (in this case both without and with OH vacancy) leads to a change in the energy of electrons excited from occupied energy levels \( E_{i} \), and thus to the experimentally observed shift of the electron work function, \( \Delta\phi \), for these prepared HAP samples [35].

2.5. Oxygen vacancy in phosphate PO4 group of HAP

It is important to note here that recent studies and computational modeling using both approaches AIMPRO and VASP, have clearly shown that the oxygen vacancy in PO4 group of HAP leads to strong additional occupied electron energy levels of \( \sim 3.45\text{ eV} \) inside forbidden band \( E_{g} \) [73, 74]. Therefore this oxygen defiance in the phosphate group creates a new optical absorption in ultraviolet spectral region, and leads to the photocatalytic activity observed in this material under UV light. This HAP has a sky blue color, attributed to oxygen vacancies, showing that it also absorbs slightly in the visible region. Moreover, modeling predicts that a
vacancy of OH group alone leads to a shift of the band gap into green and red region, with \( E_g \) in the range of 2.4–1.6 eV (521–743 nm). If this type of specific vacancy could be induced, it could lead to a novel visible-light photocatalyst or optical material.

All these studies are devoted to modeling of several imperfections in the initially perfect bulk HAP. But for investigation of the HAP interactions with living cells, etc., it is necessary to study the models of surfaces of initially perfect HAP crystals. And further, on the next stage, to investigate various models of defects, which can arise on the HAP surfaces.

### 3. FIRST PRINCIPLE STUDIES HAP NANOSTRUCTURED SURFACE PROPERTIES

#### 3.1. Main principles and features of HAP surfaces, charges and electric potential images

Using the data obtained for optimized HAP unit cell lattice atomic positions in first principle AIMPRO calculations we can construct HAP crystal structures consisting from several unit cells and cluster models of various sizes for hexagonal and monoclinic phase.

The initial lattice unit cell for hexagonal HAP structure consists from 44 atoms (Fig. 1), while for monoclinic HAP nanostructures it consists from 88 atoms (Fig. 3), because the lattice unit cell is doubled in this last monoclinic case along \( b \) axis \([9, 11, 32, 113]\). One of the main features, which we must remember is that in the repeated unit cell for construction of such periodically repeated crystal structure in each unit cell, only one OH-channel consisting from 2 OH molecular groups must be present (Fig. 1, Fig. 2).

In works \([30–35]\) for creation and reconstruction of every biggest crystal cluster consisting from several unit cells the HyperChem workspace \([55]\) was used. The unit cell structure with 44 atomic positions was transferred from AIMPRO \([52]\) into HyperChem format. This allowed us to obtain several various crystal structure models of HAP crystal with different sizes in various directions (Fig. 13,a and Fig. 14), which reveal different open surfaces.

For comparison of all models with basic theory \([32–34, 57]\). Fig. 13,b shows several axes and planes for HAP structures: Projection in \([001]\) direction showing the two \((10\bar{1}0)\) surfaces (planes) relative to the position of the two fold screw axes and centers of symmetry. Of the six fold screw axis \((6\bar{3})\) only the sub-group \(2_1\) is relevant.

![Fig. 13. Different planes and axes for two type positions of Ca atoms with various distances between Ca atoms: a) from our HyperChem modeling; b) an example from [57].](image)

Computational modeling using HyperChem tool allows us to study in greater detail both structural peculiarities of HAP, and their surface charges as well as electrostatic potential distributions \([32]\). Some of the studied HAP structures are presented in Fig. 14.
It was clearly shown that Ca atoms exist here in two main different positions (Ca1 and Ca2), with different distances between them in several directions. This positioning of Ca atoms determines the specific charges and electrostatic potential distributions on the corresponding and different HAP surface.

Such variation of HAP surfaces with different Ca atoms positions could be revealed in the interactions with outer space and with any charged species presented in surrounded media, such as citrates. It should be pointed out that for various open surfaces with different concentrations of positive Ca atoms and negative O atoms, different surface charges and electric field distribution could exist (Fig. 15).

As is seen from Fig. 15 the main HAP surface covered with Ca atoms creates the positive surface charges and positive electrostatic field counter, while, if oxygen O atoms or the OH group molecules occur on the HAP surface, the negative surface charges prevail here and negative electrostatic field counter line exists around this surface.

Fig. 14. Molecular model of HAP cluster constructed in HyperChem workspace on the basis of preliminarily optimized crystal structure and all atomic positions: a) iso-projection image; b) main Ca positions on HAP surface; c) and d) positions of main Ca1 and Ca2 atoms on HAP surface.
Therefor, any negative charge, such as frequently used citric acids or citrates molecules, could be easy attached directly on these sites on the HAP surface where the positive Ca atoms are positioned [31, 32]. As is known, citrate molecule has a negative total charge $q_c = -3$. In works [31, 32] several models for adhesion of citrates on various HAP surfaces were constructed and studied. After optimization by PM3 it has a different distribution of effective atomic charges, with the main part of negative charges being concentrated on the oxygen atoms. After further optimization of citrate molecule position on HAP surface, the average distance of citrate molecule from HAP surface is ~3–4 Å [30–32].

From experimental studies of the influence of citrates on the HAP nano-crystals formation it is known now, that for different contents of citrate molecules in the initial starting solution for precipitation of HAP, in the course of growth the HAP structure acquires different sizes, lattice’s parameters and shapes [30, 45]. The data obtained show clearly the positioning of interacting sites on the HAP surface and allow us to propose a mechanism for the formation of various HAP nanostructure shapes under the influence of negatively charged citrate quantities. It is similar to HAP NPs size and shape variations [30] in the course of their interactions with hydrogen atoms (protons), but having positive charges.

Fig. 16. Scheme of apatite-bound citrate (with oxygen of the carboxylates in red) interacting with Ca$^{2+}$: a) view on two surfaces of high morphological importance of a bone HAP nanocrystal, where multinuclear magnetic resonance (NMR) analysis reveals that bound citrate accounts at a realistic citrate surface density of 1 molecule per (2 nm)$^2$; with its three carboxylate groups at distances of 0.3 to 0.45 nm from HAP surface [59] (calcium ions are blue filled circles on the top and front surfaces, P is green (omitted on the top surfaces), OH$^-$ ions are pink dots, while phosphate oxygen is omitted for clarity); b) optimized molecular model for positions of citrate molecule in relation to HAP Ca-surface on the distance 3.9–4.2 Å [31, 32] (printed with permission from IEEE and Copyright Clearance Center [32]).
Citrates have the same influence on the shapes of HAP, which can bound and stabilize the HAP structures by various adhesion features on different surfaces, as it was shown by AFM technique (Fig. 16,a) [58, 59]. It was confirmed by molecular modeling [31, 32], where interactions of citrate molecules with HAP surface was studied (see Fig. 16,b).

Depending on the initial ratio [cit:Ca] from = 3:1 up to = 7:1, the final citrate surface density was in the range from ~ 0.76 ions/nm$^2$ up to ~ 1.05 ions/nm$^2$. As it was shown in [31, 32, 45], in the former case after synthesis and growth of HAP in the presence of citrates the HAP nanorods were short of the length of ~ 100 nm, while in the latter case the nanorods were longer of length up to ~ 1000 nm. Therefore, it was shown that citrates stabilize the HAP surfaces and shapes (due to their charges, just as hydrogen charges or protons influenced HAP NPs shape [31, 32]).

The data on HAP interactions with citrates show the positioning of interacting sites on the HAP surface, and allow us to propose a mechanism for the formation of various HAP nanostructure shapes under the influence of varying citrate quantities. Modeling, performed in [31, 32], shows that H-bonded citrate pairs cover and stabilize the HAP nanostructures.

In recent experiments by atomic force microscopy (AFM) using functionalized tips, it has been found that pure HAP mineral surfaces are close to isoelectric at $pH = 6$ with negative surface charge average of $-0.02 \text{ C/m}^2$ and varying between $-0.0037$ and $-0.072 \text{ C/m}^2$ [60], Fig. 17. This result is correlated with that considered for monoclinic ordered HAP [43], where the polarization values of the same order 0.0038 C/m$^2$ were obtained. Note, that similar polarization (in absolute values) was estimated on the order of ~ 0.005 C/m$^2$ for various type of HAP NPs [30] (see Table 3), the other measured data 0.072 C/m$^2$ is close to the value for HAP crystal structure ~ 0.1 C/m$^2$ estimated in works [13–15, 28, 29], and computed for minimal sized HAP cluster (see Table 4) [30]. These data are comparable with the biggest known measured value 0.149 C/m$^2$ by Nakamura [12], and it is only twice lower in average.

![Fig. 17. Different facets among the grains: a) imaged in Scan by AFM; b) approximation of surface charge per unit area [60]](reprinted with permission from [60], Elsevier Ltd and Copyright Clearance Center).

Here we should make some remarks on the results, which were obtained in work [61]. There a very small surface charge (0.000033 C/m$^2$) was registered under the following poling conditions: $E_p = 400 \text{ V/mm} \sim 400 \text{ kV/m}$, $T_p = 350 \text{ C}$, and $t_p = 60 \text{ min}$, which is two orders lower than the above values [30, 43, 60] and almost four orders of magnitude smaller than the values of 0.1–0.149 C/m$^2$, (under similar poling condition $E_p = 100 \text{ kV/m}$, $T_p = 400 \text{ °C}$, $t_p \sim 1 \text{ hour}$) [12]. The latter result was obtained by thermally stimulated depolarization current (TSDC) measurements, and is comparable with other above estimations [13–15, 28–30]. The result obtained in [61] is very strange, but the authors argued that a possible reason for this great discrepancy could be, the overestimated dipole polarization determined from TSDC.
measurements. But the latter measurements account for some types of volume polarization effects, polarization arising from trapped charges at grain boundaries. The other possible reason is that the observed surface charge is the alignment of OH-ions which cannot be directly observed. A similar discrepancy (a considerable difference between the surface charge and polarization effects) was reported by Johann and Soergel in a ferroelectric material [61, 62]. They proposed that some changes from the surroundings adsorbed on the surface, thereby subsequently masking the effective surface charge. Such masking effects may be responsible for the difference between surface charge and polarization. All these questions need further investigations and detailed clarifying insight.

Finally, it is also worth noting, that the value of the polarization and the surface charge density \(P \sim 0.0038 \text{ C/m}^2\) obtained in view of the general law of the electromechanical coupling (that is the connection between polarization and piezoelectric coefficients, inherent of all ferroelectrics) [63, 64] leads to the value of the piezoelectric coefficient of the order of \(d \sim 15.7 \text{ pm/V}\), which only twice larger than values \(7.62–8.48 \text{ pC/N (or pm/V)}\) measured by Halperin et al. on tibia bone samples by piezoresponse force microscopy [64, 65]. As we discussed above (section 2.2) such deviation could occur by averaging the registered piezoelectric signal from different grains with various local polar states, fluctuated in cross-section of the native tibia bones samples. But the most important conclusion is that the distribution of negative surface charges with average value at the level of \(-(0.1–0.0038) \text{ C/m}^2\) is just responsible for these effects.

Therefore, we must emphasize here, that on different open HAP surfaces various breaking and dangling chemical bonds (from OH, PO4, Ca atomic groups) arise, which have different charged states and signs. Such situation occurs for an ideal perfect HAP structure, but it leads to many new surface defects too, including possible adhesion of some atoms from surrounding medium, water molecules, etc. So, it is necessary to consider in greater detail just the perfect HAP surface features, which are most important for creation of surface electrical charges and potential with corresponding sign. Further we consider here contemporary existing models and computational procedures allowing us to estimate quantitatively these HAP surface electrical properties.

3.2. Super-cell and slab approaches for HAP surface-vacuum nanostructure modelling

To study more detailed HAP surface properties it is necessary to be aware of which of the actual surfaces of HAP structure we want to investigate. As we have seen above from modeling of various sizes and shapes of HAP clusters, several different surfaces could represent the HAP sample at the interface with the surrounding open space (or vacuum). Each of these surfaces has other electrical properties, charges and fields, and as result – different electron work functions.

First, for correct modeling consideration is usually given to several most commonly used HAP surfaces. Various authors use different approaches, but mainly surfaces with Miller indexes (001), (101) and (010) were studied, which represent the plane perpendicular to the corresponding direction [001], [101] or [010] (Fig. 18) [66].

![Fig. 18. Scheme of Miller’s indexes for crystal surfaces.](image-url)
For hexagonal structures the use is often made of indexes, including 3 coordinate axes \( [u vx] \) in the plane (0001) perpendicular to the \( OZ \) axis (Fig. 18, last image), the (1010) and (1000) eventually used for hexagonal structures.

For example Figures 19–22 show HAP structures with such direction and planes from Astala & Statt paper [24], Rulis et al [26] and Slepko & Demkov [23].

**Fig. 19.** A side view of the stoichiometric (001) and (101) slabs. Multiple unit cells of the periodic structure are shown. Tetrahedral groups are PO\(_4\) ions, large spheres are Ca atoms, and small spheres are H atoms. For the (001) surface, the \( \text{Ca}_5(\text{PO}_4)_2\text{OH} \) layers have been highlighted. Orientation of OH ions in the channel, which breaks the symmetries between the tops and the bottoms of the slabs (printed with permission from APS and Copyright Clearance Center [24]).

**Fig. 20.** A side view of the (010) surface slabs. Multiple unit cells of the periodic structure are shown. The layered structure is highlighted (Printed with permission from APS and Copyright Clearance Center [24]).
The second important remark is that various surfaces, corresponding to some layers in HAP structure, can have various stoichiometric contents and the value of ratio of Ca/P can differ from value = 1.67. For example, such situation is shown in Fig. 19, 20 from Astala paper [24]. As is seen, such structure is very similar and comparative with formation of HAP cluster in Onuma paper [41] (see Fig. 3,a) and close to the growth of the minimal cluster from Bystrov paper [30] in OZ axis direction along OH-channel (Fig. 2).

Third, an important feature of surface properties modeling and calculations of their electrical field and charges properties by using various contemporary first principle and DFT methods, and corresponding software, is that the HAP structure is presented as a layered slab supercells unit, with includes vacuum spaces between the layered slabs.

![Fig. 21. Relaxed surface model of HAP (001): a) layers of atoms are labeled as explained in the text (the lower part shows the corresponding crystalline layers); b) electron charge density $\rho(r)$ and $\delta\rho(r)$ across the bulk and surface in HAP (001) (Printed with permission from APS and Copyright Clearance Center [26]).](image)

One example of such approach is shown in Fig. 21 from Rulis paper [26]. A similar supercell construction is used as an initial model for various authors, and then performed for structural optimization using different DFT methods such as local basis (LDA) [35, 52–54] and plane-wave (general gradient approximation: GGA) [22, 23, 67, 68] (or VASP) codes. Of course, in any case for the initial perfect and pure stoichiometric unit cell of hexagonal bulk HAP, the model [35] shown in Fig. 1 is used. Note that since hexagonal and monoclinic phases are energetically close (as was pointed out in several works [22, 24, 32, 34, 35, 43, 67]), in all such cases of surface property studies many authors use only the simplest case of hexagonal phase.
A similar presentation of modeled HAP slab structures with the vacuum spaces on surface plane was used in Sleko & Demkov works (Fig. 22) [22, 23, 67]. (Note, that they used four indexes to mark HAP hexagonal plane surfaces in their work [23]).

Let us consider firstly the paper of Astala & Statt [24]. The bulk HAP used has a hexagonal structure consisting of layers of PO$_4$ groups and Ca ions and of OH ions that occupy channels running along the c direction (see Fig. 19, Fig. 20). The lattice parameters observed and used here are $a = 9.42$ Å and $c = 6.89$ Å. [24]. These data are close to the data of other authors (Table 1, Table 5) [4, 10, 21, 26, 35].

Fig. 22. Three prototypes of HA surface structures. From these three models they derive all other model surfaces by continuously removing the numbered particles. In total, they construct 29 surface models from the ones depicted. The classifications of the surface models are listed in Table 1 (Printed with permission from AIP Publishing LLC and Copyright Clearance Center [23]).

Supercells, which are periodic in three dimensions, were used in these calculations. Three different surface facets were considered: (010), (001), and (101). The surfaces were modeled using slabs cut from bulk HAP so that the crystalline periodicity in the in-plane directions was retained. In the normal direction, the slabs were separated from their periodic images by vacuum layers of 17 Å thick or more, which is enough to make the interaction between the slabs negligible. The model surfaces were constructed so that the slabs were charge neutral.

Since the breaking of P-O or O-H bonds is likely to be energetically costly, the surface cuts were chosen so that PO$_4$ and OH ions were left intact. In the (001) and (010) directions, the structure consists of layers providing natural cuts that maintain charge neutrality (Fig. 19 and 20).

In the (001) direction, all these layers have the same stoichiometric composition of Ca$_5$(PO$_4$)$_3$OH. Note that because the OH ions are aligned in the (001) direction, there are two slightly different (001) surfaces, depending on the OH orientation. In the considered slab model, the top and the bottom of the slab have different OH orientations.

Here we must emphasize that quite similar situation is considered in Rulis et al. paper [26], where the finally optimized super-cell slabs structure is shown in Fig. 21a; it is the principal peculiarity of the HAP- and OH-groups formed OH-channels structure, but each OH dipole orientation has an important role, and on the different sides of slabs OH have different direction.

Below this point will be considered in greater detail. But here we shortly comment for comparison the data obtained from Rulis et al. [26].

The atomic displacements of all atoms from the original initial crystalline positions after optimization are obtained and analyzed [26]. In particular, different displacements between the upper and lower surfaces of the HAP model indicate a strong influence of the OH position in HAP (001). The Ca$^+$ ions on the surfaces move outward-toward the vacuum in HAP (001) model. In HAP, the outward displacement is larger at the upper surface than at the lower surface. There are considerable lateral movements of the Ca ions in the subsurface and
intermediate regions. The displacements become much smaller in the layers near the bulk region and become negligible for the bulk atoms.

It should also be noted, that for all the models used one important limitation of the periodic supercell approach is that the surfaces must remain charge neutral to avoid diverging electrostatic energy. If the HAP is immersed in a fluid, the surface charge will depend on the pH of the fluid, and therefore, the charge neutrality constraint implies, in particular, a fixed pH. However, we repeat and emphasize that, in recent experiments by atomic force microscopy using functionalized tips, it has been found that pure HAP mineral surfaces are close to isoelectric at pH = 6 with negative surface charge average of \(-0.02\) C/m\(^2\) [60]. At most, this implies one unit of negative elementary charge per two or more surface cells. This being so, the charge neutrality constraint represents reasonable physical conditions.

Let us consider more carefully Astala & Statt models. For the (010) direction, there are two different types of layers. First, there are A-type layers composed of Ca\(_3\)(PO\(_4\))\(_2\) that have a Ca/P ratio of 1.5 and are therefore PO\(_4\) rich compared to stoichiometric hydroxyapatite with a Ca/P ratio of 1.67. Second, there are B-type layers of Ca\(_4\)(PO\(_4\))\(_2\)(OH)\(_2\) that have a Ca/P ratio of 1.75 and are therefore Ca rich. This approach forms the AABAAB stacked structure so that cutting between the layers yields three chemically distinct terminations (Fig. 20). The ABA termination is stoichiometric one. Removing the outmost A-type layer gives BAA termination, which leaves the slab Ca rich because the PO\(_4\)-rich layer has been removed. Finally, removing the Ca-rich B-type layer gives AAB termination and a PO\(_4\)-rich slab. Such way leads to three different (010) surface facets that are denoted respectively stoichiometric, Ca-rich, and PO\(_4\)-rich. These are important features of HAP slabs layered structures revealing various surfaces. These peculiarities were used by other authors too.

Note, that in Astala & Statt paper [24] the construction of surface slabs began by taking single unit cells of HAP that had both the lattice parameter and atomic coordinates relaxed and then stacking these cells in the surface normal direction. The stoichiometric slabs had two HAP unit cells stacked in the surface normal direction. The nonstoichiometric (010) surfaces were constructed by starting from the stoichiometric two-cell slab and cleaving off layers from the top of the slab. It is noteworthy that the thicknesses of slabs (10–16 Å) are close to that of natural bone platelets (15–40 Å). On the Ca-rich (010) surface, the topmost Ca atoms can have two different positions; both cases were investigated.

The (101) surface was constructed in the same way as the other surfaces by cutting a stack of HAP unit cells. Only one surface cut was found that yielded a stoichiometric charge neutral slab without broken P-O or O-H bonds. With (101), there are again two slightly different surfaces due to two possible OH orientations.

Noteworthy is that in all the model cases the authors used the first-principles and DFT techniques for the total energies and forces calculation. For the optimized surface studies, all the authors used various Geometry optimization methods, where the positions of all atoms in the slabs were relaxed using a conjugate gradients algorithm or similar (see details in [22, 24, 26, 35]). The lattice parameters in the surface plane were held fixed at the calculated bulk values (for example: \(a = 9.36\) Å and \(c = 6.99\) Å). But in some cases the lattice was optimized too [35]. The super cell dimensions in the directions normal to the surfaces were held fixed at large values, as described above. No symmetry constraints were imposed at any stage.

Note also that a similar constructions and destinations between slabs in super-cell models are widely used. For example, in Rulis paper [26] fully relaxed (001) surface models for HAP are shown in the upper portions of Fig. 21.a. After relaxation, the cell dimensions for HAP (001) are \(a = b = 9.4320\) Å and \(c = 22.1992\) Å. For the HAP (001) model, the symmetry of the two surfaces (upper and lower) is broken due to the orientation of the OH group on the \(c\) axis. As a result, the upper and the lower surfaces in HAP (001) are slightly different.

In Rulis model [26] (Fig. 21): the Ca, P, and O ions in the HAP (001) model are labeled in this case; there are several types of labels because of the difference in the upper and lower surfaces. Accordingly, the Ca ions are labeled as Ca1-S-upper, Ca1-S-lower, Ca2-subS-upper,
Ca2-subS-lower, Ca1-I, Ca2-NB, and Ca1-B. The O ions are labeled as O3-S-upper, O3-S-lower, O2-subS-upper, O2-subS-lower, O1-subS-upper, O1-subS-lower, O3-I, O3-NB, (O1+O2)-NB, and O3-B. Here notations S, subS, I, NB, and B stand respectively for surface, subsurface, intermediate, near bulk, and bulk, and first numeral denotes the species origin from the crystalline system. The P ions are divided into P-subS and P-NB. The OH groups differ slightly between the four (OH) ions in the (001) surface.

The displacements of all atoms from the original crystalline positions after relaxation are important for analysis. Upon analysis, these data show large differences in the atomic relaxations between HAP surface models. In particular, different displacements between the upper and lower surfaces of the HAP model indicate a strong influence of the OH position in HAP (001). The Ca1 ions on the surfaces move outward-toward the vacuum in HAP (001) models. In HAP, the outward displacement is larger at the upper surface than at the lower surface. There are considerable lateral movements of the Ca ions in the subsurface and intermediate regions. The displacements become much smaller in the layers near the bulk region and become eligible for the bulk atoms. Many shifts and rotations of all atomic positions after relaxation were analyzed by the authors.

But, the key features of the relaxed structure of HAP (001) are due to the effects of the different c-axis ions in a system. Further, the differences between the upper and lower surfaces in HAP (001) are related to the fact that the OH group is a polar bond and thus has a distinct orientation.

Finally, Rulis [26] obtained the surface charges distribution (see Fig. 21,b). It is interesting, that from first principles viewpoint, HAP surface could have various charges, because HAP surface has both positive and negative charges due to the charged Ca$^+$ ions and PO$_4^{3-}$ groups. But, on the other hand, it is very important, as was revealed via charge density calculations, that HAP crystals are mostly positively charged, because of the Ca$^+$ ion presence over the surface. Therefore, the water and other organic molecules are involved in the absorption which is perfectly seen on charges profiles calculated [26]. So, it was [26] directly shown that the HAP surface must be most positively charged in the region of Ca ions close to the surface. Note here that above we discussed this situation for Ca ions on HAP surface. But, on the other hand, a possible surface charges distribution depends also on which crystallographic surface a real HAP surface occurs, which may be arranged with negative oxygen ions too. And moreover, we must take into account that in a real situation we have not a crystallographic homogeneous sample, but ceramics consisting from many small microcrystals with stochastically different orientations located in close proximity. And this leads to irregularities on the common HAP samples surface.

And opposite sides of the model HAP slab have differences in charges due to difference of the orientation of the OH groups with corresponding dipole orientation along axis of the OH-channel.

A similar to Rulis [26], but more detailed analysis was made in Astala [24] and Slepko [22, 23]. But there are some differences between them. Let us consider now some more details from Slepko & Demkov [22, 23, 67]. They made a similar simulation cells of the size 10 Å × 10 Å × 40 Å. These models consist of 15–20 Å thick slabs separated by a 20 Å thick vacuum region in the c-direction to suppress interactions between neighboring cells when applying periodic boundary conditions.

The surface models are built in a quasi-symmetric fashion to prevent the macroscopic electric fields across the slab. By quasi-symmetric we mean that the atomic compositions of the top and bottom surfaces are the same. However, as a consequence of the low crystal symmetry, the PO$_4$ molecules and Ca atoms on the surface planes may be rotated and translated with respect to each other. Only in the (0001) models, a deviation from this rule was observed as there the OH groups have hydrogen pointing towards the bottom surface and oxygen pointing towards the top surface (Fig. 22,a). In these models the top and the bottom
The surface of each model differs in the orientation of OH groups. Further, the authors of [23] studied the surfaces with (0001) and (1000) (or with (001) and (100)) crystallographic orientations, allowing for both stoichiometric and non-stoichiometric models. By stoichiometric model here it mean that the model slab contains an integer number of HA formula unit. The considered surface terminations must keep the OH and PO_{4}, respectively. In the case that several terminations exist with the same stoichiometry, upper numbers are used to differentiate the models (Modified and printed with permission from AIP Publishing LLC and Copyright Clearance Center [23]).
Three prototypes are shown in Fig. 22. The numbers in Fig. 22 indicate how they cleaved these models. For example, removing particle 1 in Fig. 22,a yields a new model, removing particles 1 and 2 yields another one, and so on. From the model depicted in Fig. 22,a the authors deduced a total of six atomistic surface models (1–6 in Table 7), from Fig. 22,b a total of six surface cleavages (7–12 in Table 7), and from Fig. 22,c they deduced a total of 17 models (13–29 in Table 7). The deviation in stoichiometry from HAP bulk is denoted in Table 7 by a sub-index, where the positive sub-index denotes Ca-rich model, and the negative sub-index denotes P-rich model – as in Astala work [24]. To indicate by how many OH, Ca and PO₄ formula units used models deviate from the HA bulk stoichiometry and the bulk ionic charge per cell for each model [67] see in Table 7. The bulk ionic charge is calculated by assigning formal charges −3e, −1e and +2e to the PO₄, OH and Ca chemical units, respectively. Overall, the models are charge neutral. To differentiate between models with same stoichiometry here authors used an upper index. The authors considered a wide range of Ca-rich and Ca-poor models to account for the large Ca/P range of 1.3–1.9 found in natural bone [69].

The authors of [23, 67] obtained two stoichiometric models, one with the (0001) and one with (1000) orientation, and three more surfaces with zero bulk ionic charge.

In addition, they obtained models with a wide range of ionic charge between −16e and +12e. As a consequence of such cleaving procedure, they only considered one surface with the positive ionic charge with the (0001) orientation. For example, in Fig. 24,b three top Ca atoms were successively removed before removing the phosphates to obtain the next surface model. This way the surface becomes increasingly negatively charged due to the −3e charge of PO₄ groups. Experimentally, surfaces with net ionic charges are found to drive the HAP platelets growth kinetics [70] but are typically neglected in surface studies of HAP. Then the authors applied periodic boundary conditions and fully relaxed atomic positions. Finally all the models consist of 15–20 Å thick slabs separated by a 20 Å thick vacuum region in the c-direction to suppress interactions between neighboring cells.

Due to quasi-symmetry it means that on average, the atomic compositions of the top and bottom surfaces are the same. The PO₄ groups and Ca atoms of the two surfaces can be rotated and translated in the surface planes with respect to each other as a consequence of crystal symmetry. In the (0001) models, the OH groups were deviated from this rule and have hydrogen pointing towards the bottom surface and oxygen pointing towards the top surface (Fig. 22,a). In these models the top and the bottom surface of each model differ in the orientation of OH groups.

### 3.3. Surface charges and energy for various HAP surfaces with different stoichiometry

For calculation of the surface energy various the authors used some different approaches. In work [24] the authors start with a most simple equation. The surface energy $E_{surf}$ for a slab of stoichiometric composition can be defined as the energy difference between the slab $E_S$ and the equivalent number of bulk formula units $E_B$, divided by the surface area $A$,

$$E_{surf} = (E_S - E_B) / A$$  \hspace{1cm} (2.1)$$

For the (001) and (101) surfaces, which have two different OH orientations, this formula yields an average. In order to define the surface energy in non-stoichiometric cases, here the authors of [24] assumed equilibrium conditions so that the chemical potential of each species of ion be equal to its value in some external reservoir. Thus, the energy to create a surface is the energy difference between the surface slab and the bulk, plus the energy to add or remove ions to reach the correct chemical composition. This chemical potential dependent surface energy can be similarly written as

$$E_{surf} (\mu[X_1], \ldots, \mu[X_n]) = \left( E_S - \sum_{i=1}^{n} \mu[X_i] \right) / A,$$  \hspace{1cm} (2.2)$$
where $\mu[X_i]$ is the chemical potential of ion species $X_i$, which can be estimated by using chemical potentials of appropriate bulk phases as references. Using bulk HAP one yields

$$\mu[\text{HAP}] = 10\mu(\text{Ca}) + 6\mu(\text{PO}_4) + 2\mu(\text{OH}).$$

(2.3)

At $T = 0$ K and $p = 0$ Pa, the $\mu[\text{HAP}]$ equals $E_{\text{HAP}} = E_B$ the energy of a bulk HAP unit cell.

The authors considered here several different cases and denoted the surface energies of stoichiometric, Ca-rich, and PO$_4$-rich (010) surfaces as $E^S_{\text{surf}(010)}$, $E^\text{Ca}_{\text{surf}(010)}$ and $E^\beta_{\text{surf}(010)}$ respectively. After analysis of each surface using $E_q$ (2.2), they concluded that it is possible to write the surface energies as a function of a single chemical potential variable

$$3\mu[\text{Ca}] - 2\mu[\text{PO}_4] = \mu[\text{Ca}_3(\text{PO}_4)_2]$$

for an external reservoir that is in equilibrium with the surface.

Because the prefactors of $\mu[\text{Ca}_3(\text{PO}_4)_2]$ differ ($-1$ for Ca-rich (010), +1 for PO$_4$-rich (010), and 0 for stoichiometric surfaces) the relative values of surface energies will depend on this variable. By producing a plot of the surface energies and tracing the lowest-energy envelope, the most stable surfaces can be found. Alternatively, the surface energies can be expressed in terms of a more familiar variable $\mu[\text{Ca}(\text{OH})_2]$, the chemical potential of Ca(OH)$_2$ by assuming equilibrium with HA and again using Eq. (2.3).

Now it is possible to place bounds on the value of $\mu[\text{Ca}_3(\text{PO}_4)_2]$ in equilibrium conditions by considering appropriate reference systems. The reservoir must be stable with respect to formation of other calcium phosphate phases. Therefore, the $\mu[\text{Ca}_3(\text{PO}_4)_2]$ of the reservoir must be less than or equal to that of $\beta$-tricalcium phosphate ($\beta$-TCP) – the low temperature stable phase – leading to a constraint

$$\mu[\text{Ca}_3(\text{PO}_4)_2] \leq \mu[\text{Ca}_3(\text{PO}_4)_2]_{\beta-\text{TCP}}$$

By calculating the total energy of a $\beta$-TCP unit cell and dividing it by the number of formula units per cell, the $\mu[\text{Ca}_3(\text{PO}_4)_2]_{\beta-\text{TCP}}$ at zero temperature and pressure can be found. Also, for the surfaces to exist, the HAP bulk must itself be stable against decomposition into other phases. Here, the authors consider the possibility of a decomposition of HAP into bulk Ca(OH)$_2$, while Ca$_3$(PO$_4$)$_2$ is lost to the reservoir. In order to prevent this, the chemical potential of HAP must satisfy a constraint

$$\mu[\text{HAP}] \leq 3\mu[\text{Ca}_3(\text{PO}_4)_2] + \mu[\text{Ca}(\text{OH})_2]_{\text{bulk}}$$

The first constraint gives an upper limit for HAP surfaces and the second one gives a lower limit for $\mu[\text{Ca}_3(\text{PO}_4)_2]$, which provides a window for acceptable values.

When the surface energies are plotted as a function of $\mu[\text{Ca}_3(\text{PO}_4)_2]$(Fig. 23), the stoichiometric (001) is found to have the lowest surface energy over a wide range of chemical potentials, although this value is somewhat higher than the 0.054 eV/Å$^2$ value reported by Rulis et al. [26] calculated using different methods (see below). At high values of $\mu[\text{Ca}_3(\text{PO}_4)_2]$, the Ca-rich (010) becomes favorable, while at low values, the PO$_4$-rich (010) is favored. However, the range of values where these nonstoichiometric surfaces are stable is outside the window of stability defined by bulk HAP, Ca(OH)$_2$, and $\beta$-TCP. The stoichiometric (010) and (101) surfaces always have higher energies than stoichiometric (001). The lower energy of the (001) may be related to the coordination of O atoms in the top layer, as discussed in this Astala paper [24].
As for atomic relaxation in this Astala model – the (001) surface showed only minor relaxation with the dominant effect being a collective motion of ions in the normal direction, probably to reduce the surface electric dipole. The relaxed stoichiometric (010) and (101) surfaces exhibited a larger spread of P-O bond lengths than the bulk HAP. Similar features were found on the nonstoichiometric (010) surfaces with P-O bond lengths of 1.54–1.66 Å. The top OH groups on the (101) surface underwent about 90° rotation to become oriented perpendicular to the c channel direction so that the outermost surface layers are close to symmetry equivalent.

Similar detailed studies based on this approach were performed in Astala et al. work [24] for water molecules adsorption and Ca atom loss. It is important to note that in vacuum, the (001) surface is the most stable.

Another important result is that, it is possible to obtain a connection between surface charges, determined by changes of main charged groups (Ca\(^+\) and PO\(_4\)^\(-\)), and surface energy for different surfaces and corresponding models of perfect HAP surfaces. It is very important for prospective experimental investigations.

![Fig. 23.](image-url) The surface energies as a function of Ca\(_3\)(PO\(_4\))\(_2\) chemical potential in vacuum: squares, stoichiometric (001); circles, stoichiometric (010); diamonds, stoichiometric (101); up triangles, PO\(_4\)-rich (010); and down triangles, Ca-rich (010). For the (001) and (101) surfaces, the energy is the average over two OH polarizations. The top x axis shows the corresponding Ca(OH)\(_2\) chemical potential, calculated using Eq. (2.3) (printed with permission from APS and Copyright Clearance Center [24]).

The results for H\(_2\)O adsorption show that all the surfaces react strongly with water because of exposed under-coordinated O atoms. The (010)-type surfaces were found to be the most reactive while (001) was the least reactive with H\(_2\)O. After adsorption of a single H\(_2\)O per cell, both (001) and Ca-rich (010) surfaces were stable, depending on the chemical environment. Wulff plots using the calculated surface energies suggest that the equilibrium shape of an HAP crystallite changes systematically as water is absorbed. The surface energy of the (010) face decreases with respect to that of the (001), and the (010) faces become more exposed as the number of adsorbed H\(_2\)O molecules increases. The Ca-rich (010) face is of particular interest. At the HAP edge of the stability window, the surface energy of this face is seen to be very similar to that of the stoichiometric (010) face, but at the other \(\beta\)-TCP edge, the surface energy is much lower so that for two adsorbed H\(_2\)O, the equilibrium crystallite is elongated along the c axis with an aspect ratio of about 2. This may be related to the morphology of HAP crystallites grown in aqueous media, and, perhaps, also to the nature of
the HAP platelets found in natural bone. Ca loss in exchange for two H was very favorable energetically. The ion release may have interesting consequences on the bioactivity.

The identification of stable surface structures and the role of H$_2$O adsorption give a promising starting point for future investigations, such as the studies of impurities and adsorption of different molecules. These investigations can be a basic platform for studies of other surface defects and irregularities, important for applications such as formation of various types of electric fields and electrostatic potentials distribution in the surrounding medium.

Rulis et al. [26] used some simple way, they attempted a total of four (001) surface models for HAP with different surface cuts. The relaxed total energies of the models with different cuts vary quite significantly, with differences ranging from 0.35 to 2.09 eV in HAP (001). However, the one with the lowest energy in HAP the same surface cut. Accordingly, they were adopted as the HAP (001) surface models. Omitting gross details of other surface models and construction techniques (which are available to interested parties via direct contact with the authors [26]), they present the surface energies $E_{\text{surf}}$, which were calculated according to

$$E_{\text{surf}} = \frac{(E_{(001)} - 2E_{\text{cry}})}{2A},$$

(2.4)

where $E_{(001)}$ and $E_{\text{cry}}$ are the total energies of the surface model and bulk crystal, respectively, and $A$ is the surface area. The authors adopted the strategy of approximating Gibb’s free energy by the total energy from the DFT calculation and ignored the influence of different chemical potentials.

This approximation is reasonable considering that the slab models are stoichiometric in this case without the addition or subtraction of any atoms to the formula unit. Note also that because the upper and lower surfaces of HAP (001) are not identical (due to the OH group orientation), the authors finally calculated the average formation energies of the two surfaces in reaction. The resulted calculated surface energy for HAP (001) according to Eq. (2.4) is therefore in average 0.871 J/m$^2$, or 0.0544 eV/Å$^2$.

The authors also tested the sensitivity of the results to the model size and found that by doubling the size of the (001) surface mode, the change in surface energy is less than 0.02 J/m$^2$ or 0.00125 eV/Å$^2$. They noted that the surface energy obtained also depends on the local density approximation (LDA) potential used [26]. Because there are no direct experimental data of surface energy measurements of clean HAP crystals in vacuum the authors try to compare the calculated surface energies with the similar oxides and argued that it had the same order of magnitudes as in other oxides. For example, Kanakis et al. [71] reported the measured surface energy of the HAP nuclei growing on oxadiazole homopolymer to be 0.158 J/m$^2$, a factor of 5 less than the calculated surface energy for a clean surface in vacuum.

Slepko & Demkov [22, 23, 67] used a different approach. It seems to be the most effective technique, which at least leads directly to relations of the HAP surface structure features, the changes of atomic content and positions, and corresponding surface charges, and, finally to the resulted work function. The primitive unit cell of HAP consists of 44 atoms: four atomic species that form two OH, six PO$_4$ groups, and ten Ca atoms per cell. Thus, to simplify the description, one must consider the crystal to be composed of these three building elements. To estimate the surface energy the authors usually use the Gibbs free energy formalism [67] with some variations. This approach allows for comparison of structures with different stoichiometry. The surface energy is given and used in [22, 23] by the equation:

$$\sigma = \left[ E_{\text{slab}} - \sum \mu_i \right] / 2A. $$

(2.5)
Here $E_{slab}$ is the energy of the slab computed from first principles and $\mu_i$ and $N_i$ are the chemical potential and number of the $i$-th building element, respectively. $A$ is the surface area of the slab, the factor of two accounts for two surfaces per slab. Assuming thermodynamic equilibrium of the surface with the HAP bulk imposes the following condition:

$$\sum_i N_i \mu_i = \mu_{HAP},$$

(2.6)

where $\mu_{HAP}$ is the chemical potential of the HAP bulk phase, which we take equal to the bulk energy. Referencing the chemical potentials of the building elements to the corresponding bulk phases $\mu_i = \mu_i + \mu_{i,bulk}$, equation (2.6) can be rewritten as:

$$\sum_i N_i \mu_i = -E_f.$$

(2.7)

Here $E_f$ is the formation energy. The chemical potential of Ca is reference to bulk metallic Ca. For OH and PO$_4$ molecules the energy per corresponding isolated molecule was used as a reference. The calculated formation energy in these works [22, 23, 67] is of $-111.7$ eV per Ca$_{10}$(PO$_4$)$_6$(OH)$_2$ molecular unit and it is in qualitative agreement with the experimental heat of formation of $-138.9$ eV [67, 72]. The surface energy is then estimated as:

$$\sigma = \left[ E_{slab} - N_{Ca}(E_{Ca} + \mu_{Ca}) - N_{OH}(E_{OH} + \mu_{OH}) - N_{PO_4}(E_{PO_4} + \mu_{PO_4}) \right] / 2A.$$

(2.8)

The range of chemical potentials is determined by relation, which is similar to relation (2.3) from Astala paper [24]:

$$10\mu_{Ca} + 2\mu_{OH} + 6\mu_{PO_4} = -E_f, -E_f < \mu_i < 0.$$

(2.9)

With these boundary conditions we calculate the surface energy. Table 7 lists the surface energy of each model averaged over the entire chemical range. In Fig. 24 the averaged surface energy is plotted as a function of the bulk ionic charge.

Fig. 24. Surface energy averaged over the entire chemical range plotted as a function of the stoichiometry of the models. Negative stoichiometry indicates P–rich conditions, while positive stoichiometry indicates Ca-rich models. The models (0001)$_4$ and (1000)$_3$ are most stable under OH-rich conditions (printed with permission from AIP Publishing LLC and Copyright Clearance Center [23]).

With increasing of ionic charge and the deviation from bulk stoichiometry the surface energy increases. Here we must emphasize and remember that the large ionic charge obtained
by the authors indicates that the surface strongly deviates from HAP stoichiometry. This leads to under-coordinated functional groups Ca, OH and PO₄. It should be pointed out that while overall considered these models have a neutral charge, however, under-coordinated functional groups on the surface create additional surface dipoles that in turn increase the slab energy.

The surface energy ranges between $-0.23$ eV/Å² and $+0.62$ eV/Å². To interpret the data the authors [23, 67] assumed that this is a relative energy rather than its absolute value (this reflects the arbitrary choice of thermodynamic references). Alternatively, the negative energy may be interpreted in this case as the surface being more stable than the bulk, which would suggest etching under the certain choices of chemical reference potentials and therefore unstable under given conditions. The obtained here stoichiometric $(0001)_0$ and $(1000)_0^3$ surfaces have energy $0.055$ eV/Å² and $0.076$ eV/Å², respectively, in good agreement with the $0.075$ eV/Å² and $0.105$ eV/Å² reported by Astala et al.[24], and the $0.054$ eV/Å² reported by Rulis et al.[26] for the $(0001)_0$ (or $(001)$) orientation. Furthermore, the stoichiometric $(1000)_0^3$ and $(1000)_0^3$ models correspond to Astala’s PO₄-rich and Ca-rich surfaces, respectively. Astala calculates the surface energy with respect to the β-tricalcium phosphate (β-TCP) with the formula units Ca₃(PO₄)₂ and Ca(OH)₂. These two references are reasonable choices; however, it must be noted that in practice they greatly reduce the number of allowed surface terminations. Resulted Astala’s surface energies are $0.11$ eV/Å² and $0.10$ eV/Å² for the PO₄-rich and Ca-rich surfaces, respectively, averaged over the allowed chemical potential range. Slepko&Demkov [23, 67] found the average values $0.05$ eV/Å² and $0.06$ eV/Å² for these two surfaces with respect to Ca₃(PO₄)₂ and Ca(OH)₂. Such deviation between Slepko&Demkov and Astala’s works could be attributed to the difference in their methods of constructing the HAP surface.

While in [23] the surface models are constructed in a quasi-symmetric way as described earlier to suppress macroscopic electric fields across the slab, Astala’s surface models are terminated stoichiometrically on one side and with the termination of interest on the other side. This inevitably creates an electric field across the slab and modifies the surface energy. Note, that all these models have zero bulk ionic charge as it was earlier pointed out by all the authors. The most important results of the work [23, 67] are the direct calculations of the work function.

3.4. Electron work function (from data of the HAP DFT modeling)

A very important question is how the surface structure and composition influence the work function of HAP. The work function is one of several key parameters determining charge transfer at the material’s interface. In photoelectron emission measurements, the work function is found to range between $4.7$ eV and $5.1$ eV [30, 48] and to correlate with the size of the HAP particles used for the measurement and with concentration of hydrogen atoms at the surface [30].

Surprisingly, the work function ranges between $10$ and $3$ eV, depending on the specific model used. To gain further insight, Fig. 25 shows the work function as a function of the bulk ionic charge in the surface slab (note that as before, this reflects the stoichiometry of the model which is overall neutral).

A negative ionic charge indicates that the model contains unbalanced PO₄³⁻ and OH¹⁻ groups. Positive net ionic charge means that the surface contains unbalanced Ca²⁺. The plot reveals that the large variation in the work function can be traced to a significant variation at the surface in the concentration of Ca and PO₄ groups. The energy levels of valence 4s electrons in Ca are relatively close to vacuum, leading to the low work function of $2.9$ eV for bulk Ca metal. On the other hand, the occupied orbitals of a covalently bonded PO₄ group have very low energy. Thus, in the Ca-rich surface models the work function tends to be close to that of bulk Ca, while in the PO₄-rich models it varies between $7$ eV and $10$ eV. This is
what one would expect for the anti-bonding states of PO$_4$ groups (the energy of the $sp^3$-hybrid in phosphorus is $-10.5$ eV and the $p$-orbital of oxygen is at $-14.3$ eV, with respect to vacuum). The work function of the two surface models most stable under OH-rich conditions (model (0001)$_{-4}$ and (1000)$_{0}$) is pointed out by the large circles in Fig. 25. For model (0001)$_{-4}$ the value of 7.5 eV was found. Interestingly, for model (1000)$_{0}$ the value of 5.1 eV was found which is in the closest agreement with the experimental value [15, 30, 48]. This again suggests that it may be a good model for the OH-terminated HA surface described by Sato et al. [23, 67, 75].

![Fig. 25. Work function as a function of the stoichiometry of the models. Negative stoichiometry indicates P-rich conditions, while positive stoichiometry indicates Ca-rich models. The authors of [23] point out the models (0001)$_{-4}$ and (1000)$_{0}$ which are most stable under OH-rich conditions. The work function strongly depends on the stoichiometry, ranging from 3 eV to 9.5 eV. The range of experimental work function is indicated by the shaded bar (printed with permission from AIP Publishing LLC and Copyright Clearance Center [23]).](image)

The results obtained allow us to carry out further targeted study of the design of nanostructures HAP surface with desired electrical properties – charges, electric field and potential, and could serve a tool to control the electron work function. Currently, this result, in our opinion, is one of the most important ones because it shows direct connection between construction and content of the surface of initially perfect HAP structures and the corresponding work function. This gives experimenters a chance to change the HAP surface, if they want to reach some specific desirable value of the work function. Besides they can assess how this value of the work function can be obtained by targeted reconstruction of HAP surfaces. Finally we must only bear in mind that in the last approach the consideration was given to the thermo electronic work function, but not to the photoelectron emission work function. These values differ by shift from Fermi level $F$ with respect to the valence band top $E_v$, for excited by photons and emitted electrons. But it is possible to take it into account in experimental conditions and measurements by available technique, and thus calculate the necessary shift of energy.

**CONCLUSIONS**

Using the density functional theory, a comprehensive study of the vacuum-cleaved surface of important biomineral HAP was considered in this review. The study is a first step in considering interfaces of HAP with any surface, such as Ti and TiO$_2$ which are important in biomedical applications as implants. Considering a wide range of surface compositions and orientations, here the stoichiometry was identified as the main origin of the increase in the
vacuum-cleaved surface energy. For the biologically relevant OH-rich environment two dominant surface structures were found, one with the (0001) orientation and one with the (1000) orientation. The (1000) surface has OH groups directly facing vacuum. The surface undergoes major reconstruction to stabilize the OH groups.

The estimated work function of HAP is found to range from 3.0 eV for the Ca-rich termination to 9.7 eV for Ca-poor surfaces. The work function of the OH-terminated surface is 5.1 eV, which is in very good agreement with the experimentally reported values that range from 4.7 eV to 5.1 eV [15, 30 and 48]. The models developed and results obtained suggest the following statements.

1) The models of HAP clusters and NPs developed reveal the main features of the HAP crystal formation and rise, allow us to describe their properties and predict the arising electrical charges and potential both inside the crystal and in the surrounding medium.

2) The models constructed and the first principle and DFT approaches developed for computational studies of the bulk HAP with a perfect structures and with the embedded various defects allow calculating their new properties and apply them in prospective investigations.

3) The models constructed and the first principle and DFT approaches developed for computational studies of the HAP surface with ideal structures and therefore regular stoichiometry reveal their properties and peculiarities, which are necessary for experimental studies.

4) A basis for calculations and prediction of the properties for the HAP surface can be created with any and not-ideal imperfect structures, including any defects in various types of the HAP surfaces, based on the developed various types of the supercell models with vacuum inter-layers, which are most important for further studies and practical applications.

5) The new models developed for oxygen deficiency in the phosphate groups gives an explanation of the photocatalytic activity of HAP observed in this material under UV light and open new prospectives for HAP application in environmental remediation and bacteria inactivation.
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